
LEVELS OF PARALLELISM AND HIGH PERFORMANCE COMPUTING
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HOW TO BECOME FASTER? 



HOW TO BECOME FASTER? 



VON NEUMANN ARCHITECTURE



MOORE'S LAW



THE END OF DENNARD SCALING



WILL MOORE’S LAW END? 



WHY SUPERCOMPUTER PERFORMANCE KEEP INCREASING?



THE EASY TIMES HAVE GONE



PARALLEL COMPUTING 

𝑡𝑁 𝑡3 𝑡2 𝑡1



SINGLE INSTRUCTION MULTIPLE DATA (SIMD)
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SIMULTANEOUS MULTITHREADING (SMT)



GRAPHICS PROCESSING UNIT (GPU) VS CPU



NVIDIA AMPERE GPU ARCHITECTURE
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NVIDIA AMPERE GPU ARCHITECTURE



SINGLE INSTRUCTION MULTIPLE THREADS (SIMT)
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PARALLEL PROGRAMMING MODEL: OPENMP



DISTRIBUTED-MEMORY ARCHITECTURE

COMMUNICATION NETWORK



PARALLEL PROGRAMMING MODEL: MPI



WHAT IS A SUPERCOMPUTER?

COMMUNICATION NETWORK



WHAT IS NOT A SUPERCOMPUTER?



TOP500 LIST



A RACE TOWARD EXASCALE COMPUTING 
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MODULAR SUPERCOMPUTING ARCHITECTURE (MSA)



REVIEW ON HARDWARE LEVELS OF PARALLELISM



ANATOMY OF A SUPERCOMPUTER



SUPERCOMPUTER USAGE MODEL
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PRE-PRACTICAL – STEP 1 



STEP 2 
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TOMORROW PRACTICALS
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