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Single point of contact at national level for technology transfer
in High Performance Computing (HPC), High Performance Data
Analysis (HPDA), and Artificial Intelligence (Al).

To assist and provide service to the national needs of SMEs,
industry, academia, and publicadministration
(EuroCC,EuroCC2).

NCC Iceland lead by
Prof. Dr. — Ing. Morris Riedel, University of Iceland
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NCC iceland

IHPC National Competence Center
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e Established 12 Simulation & Data Labs ._‘

* different areas of science & engineering
e with industry use cases & participation 7
e EU colloborations (JSC, BSC, ...) -

support industries, government bodies

Competence category Level of HPC readiness of users

Digitalization needed Digitally ready HPC ready HPC users HPC champions

Awareness creation

Expert technical consultancy Experience in parallel &
distributed training of HPDA / Al

models

* Promote competencies:
e HPC _ _
e Al

Business & project
consultancy

o o 0 Technological assessment Experience in Quantum 5
* Digital transformation throu -
annealing)
Mastering the EU HPC Experience in forming @
ecosystem Simulation & Data Labs

(science & Industry partners)

[4] M. Riedel et al., ‘Practice and Experience in using Parallel and Scalable Machine
Learning with Heterogenous ModularSupercomputing Architectures’, IEEE IPDPSW, 2021

[2] M. Riedel et al., ‘Practice and Experience using High Performance Computing and Quantum  [3] Reza et al., ‘The Capability of Recurrent Neural Networks to Predict [5] C. Barakat et al., fLessons learned Ly using H{'gh -Performance Compu’ tingand Data Science Methods
Computing to Speed-up Data Science Methods in Scientific Applications’, IEEE MIPRO, 2022 Turbulence Flow via Spatiotemporal Features’, IEEE ICCC, 2022 towards understanding the Acute RESPIT atory Distress Syndrome (ARDS)’, IEEE MIPRO, 2022
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egiﬁﬁ%r/ Moderate Users: ELJA & DEEP Systems
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DEEP system

* ELJA System in Iceland - |
° Sma” Size HPC SYStem Hardware Specifications —

* Deployed at University 5 ELIA 2 1 2
of Iceland (UTS) : SYSTEM L

Cores @frequency 12 @3.2 GHz 8 @2.5 GHz 24 @24 GHz

applications and code parts
with regular control and data
structures, showing high
parallel scalability.

Usage and design target

° 1x NVIDIA V100 GPU
. | I | I n r I I l n Accelerators per node na 1x NVIDIA V100 GPU
1x Intel Stratix10 FGPA

DDR4 capacity 192 GB 48 GB 384GB+32GB(FPGA)

* Moderate Size HPC System ey

NVMe na. na. 3 TB Intel Optane
o .o ) Node max. mem BW 256 GB/s 300 GB/s (GPU) 900 GB/s (GPU)
¢ Deployed at the J uel ICh ' ’ J U LI CH élLJJgI(E::COMPUTING Storage 1x 512 GB NVMe SSD 1x 512 GB NVMe SSD 215 TB NVMe SSD
2 Forschungszentrum | CENTRE EDR-1B (100 Gb/s) EDR-IB (100 Gb/s) EDR-IB (100 Gb/s)
Supercomputing Centre (JSC)
Network Topology
Fat-tree Tree Tree
e Access through close cooperation
Cooling warm-water warm-water air
b etwe e n G e r m a ny a n d I C e I a n d Integration ::g:i:(cz‘:GWARE Slidesx- i():( gs;kCA::GWARE SldeSX- 1 Rack MEGWARE

= Access to HPC systems DEEP & ELJA is free of charge for academic & government users, including storage of datasets in the realm of MBs & GBs

= Access to HPC systems DEEP & ELJA is free of charge for industrial / SME users for prototyping, research & development before business licensing

= Users requiring significantly more storage in the realm of TBs & PBs can be negotiated also free of charge for a specific period during HPC system runs

= A sustainable long-term data storage & sharing infrastructure for Iceland is in development by the EDIH-IS & NCC HPC/Al & will be available 2024 (expected)

e ==




JULICH
SUPERCOMPUTING
CENTRE

* JUELICH Systems in Germany @) JULICH
e Large HPC Systems
* JUWELS - https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/juwels
e JURECA =2 https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/jureca

* LUMI System in Finland
* |celand’s System Share 2 https://lumi-supercomputer.eu/

EuroHPC

Joint Undertaking

* EuroHPC Systems in Europe
* Apply jointly via EuroHPCJU Calls — Open for academics, government & industry/SME
e https://eurohpc-ju.europa.eu/participate/access-our-supercomputers en

Access to HPC systems JUWELS, JURECA& LUMI is free of charge for academic & government users, including storage of datasets in the realm of MBs & GBs
Access to HPC systems JUWELS, JURECA& LUMI is free of charge for industrial / SME users for prototyping, research & development before a business license
Users requiring significantly more storage in the realm of TBs & PBs can be negotiated also free of charge for a specific period during HPC system runs

A sustainable long-term data storage & sharing infrastructure for Iceland is in development by the EDIH-IS & NCC HPC/AI & will be available 2024 (expected)



https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/juwels
https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/jureca
https://lumi-supercomputer.eu/
https://eurohpc-ju.europa.eu/participate/access-our-supercomputers_en

2C Warkshops and training

1st Icelandic HPC Community Workshop (2021-08-11)

bi-monthly IHPC Community Workshops 4
with publicparticipationand is open to everyone ok el PG Gl Worliation C20Z1:10:285
interested.

3rd Icelandic HPC Community Workshop (2021-12-15)

Funded by the EuroCC project

4th Icelandic HPC Community Workshop (2022-02-23)

Latest:
5th Icelandic HPC Community Workshop (2022-04-25)

10th Icelandic HPC Community Workshop (2023-04-26) ‘ The IHPC workshop series of
NCC Iceland

[7] EuroCC NCClIceland Icelandic HPC (IHPC)
Community Workshop Events

6th Icelandic HPC Community Workshop (2022-08-30)
7th Icelandic HPC Community Workshop (2022-10-27)

8th Icelandic HPC Community Workshop (2022-12-7)

Training material from Prof Dr - Ing Morris Riedel
YouTube channel: @profdr-ingmorrisriedel5563

Trainin . PUinCI Murad Bayoun - 3 weeks ago B, VincentHus - 1 month ago Khadidja Bakhti - 5months ago 2 subseribers ﬂ"' Tom + 1menth ago subscribers
g. y YO u Tu h e Great course thanks a lot, hope to see more contents related to HPC. i Thanks a lot for sharing this course! This really helps the world ;) § &) Nice lecture, thank you Professor. T Beautifull

Access i ble Lectu res Orbit-fighter e » 3weeks ago ﬁ Matt Kafker + 7 months ago subscribers = Antonis Polykratis ) + 1 month ago 13 subscribers

»”
I would like to thank you to make your lectures on yt, appreciate it Prof. Thank you very much for posting these lectures, professor! They are helping with my Ph.D. research. 2 Super interesting curriculum. Thanks prof.

[8] YouTube Channel with HPC & Cloud Computing Courses




yboration Highlights

NEW TECH TRANSFER
(planned in Phase 2)

* NCC DE (‘big brother to learn from?)

* Juelich Supercomputing Centre (JSC) with St
joint Simulation & Data Labs Members
* Centre of Excellence RAISE for HPC/AI

* CASTIEL Quantum Computing WG
* NCC DE, NCCIT, NCC DK, NCC IE, NCC NL
* Mentoring Path — First Workshop & Report

b e o Rt
 Joint Workshops (e.g., Prague 11/2022) = = =
e NCC CY, NCC CZ, NCC DE, NCC LV & SMEs o
® E D I H _ I S Of Icela nd (IO n_boa rd i ng H PC/AI l) |ndustryAs:ﬁi€:ﬁ::; smss&SecuritylEni::;l SMEs & Big Dctu |
. JOining forces to Work With SMES On EU Ievel InduitkPi::s. - # involved NCC S imDatalLabs # different sectors

 Working with Audna Tech Transfer Office ©: s
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v Benefit #2: Train Better Al Models = Higher Accuracy!

v Benefit #1: Faster Training of Al I\/Iodels




Nee'ds‘ of using Artificial Intelligence (Al) with HPC

NCC — REPORT FOR MINISTRY NCC — MINISTRY INTERACTIONS NCC - MINISTER PRESENTATION

. &l

] (+3 planned in Phase 2) 5 (+8 planned in Phase 2)

* Goal Faster Al Model Training using HPC

* Challenge: Complexity in Al stacks on HPC
e CoE RAISE offers a Unique Al Framework

2 E RAISE YouTi
[1] CoE Research on Al- & éh]a(;r(:)el fors 'oi::' Trl;l;:in S '
Simulation-Based Engineering N S E / C
at Exascale Center of Excellence u vou.l-u be S

e Simulation & Data Labs use Al

IDENTIFIED BENEFITS FOR
HOSTING HPC AT DATA CENTERS DIRECT ICELANDIC SOCIETAL RELEVANT APPLICATIONS OF HPC/AI
nche Simul d (Oper

ind (OpenFOAM based by Icelandic MetOffice)

State of the art sustainable campuses
with exceptional power grid resilience

E' anewbonfooipr int & TCO in one of
the most secure/reliable EU countries

100 100% based on Renewable Energie:
% Based on Hydro power & Geothermal power

SIX PILLARS OF MAJOR AREAS

ies of NCC Iceland are

IHPC National Competence Center

lcelandic National Infrastructure for HPCB AL | m for HPC & Al in Iceland
* Accoustic & Tactile Engineering e — 5.8 Op o @@e®

Manpower NCC Simulation & Data Labs

@A (SME Treble)
* Natural Language Processing 4 A |

382 moeme  (SME Mideind) A T e
 Computational Fluid

ciwnoww Dynamics (SME lcewind)

[3] NCC Iceland IHPC Community & Simulation and Data Labs

Statistical Weather
Software Engineering for HPC — n—
Algorithmic Mathematics Lab

Lab

Rermote Sensing
Computational Fluid Dynamics




CoE RAISE — Unique Al Framework (UAIF) — LAMEC— API
EURO

#!/usr/bin/env bash

# Slurm job configuration
#SBATCH --nodes=1

#SBATCH - -ntasks-per-node=4 h hall indi h = W ! p::ocess_ing-
#SBATCH --cpus-per-gpu=20 The cha enge O_ffln ing the %ampule & Data-Intensive CoE RAISE Use Cases] NCC & Industrial Use Cases [ | = igi i mrgnm.ve
#SBATCH --account=hai_so2sat z . A} applications
#SBATCH --output=output.out rlght versions Of modules ‘co—design inputs adoptions
#SBATCH --error=error.er That work together x
#SBATCH --time=6:00:00 g Secure Shell Access (SSH) using batch = Interactive Jupyter notebooks with JupyterLab sharing .E Application Workflows (e.g., Apache Airflow),
#SBATCH --job-name=BENTF2 (Ca. 2'3 dayS/month) € submits to scale-up distributed training F of datasets & scripts for rapid DL model prototyping k G including task pre- & post data processing Reference
#SBATCH --gres=gpu:l --partition=booster S T 2/ Architecture
| B pu— lements of
#load modul ¥ M r —NA=
0ad modu-_es LAMEC API to specify models in ONNX format ““LAMEC API to share & enable re-use of Al models with " OpenML Community[{'#~ ClearML MLOps CoE RAISE
ml Stages/2020 GCC/9.3.0 OpenMPI/4.1.6rcl : ] i el < unique Al
also enabling re-usability of existing Al models community platforms & industry tools & datasets Platform & Pipelines latform & Models q
ml Horovod/@.20.3-Python-3.8.5 1} K fr (.4
ml TensorFlow/2.3.1-Python-3.8.5 L 1 ~ for Exascale
#activate my virtualenv K HPC & Al
#source /p/project/joaiml/remote_sensing/rocco_sedona/ben_TF2/scripts/env_tf2_juwels_booster/bin/activate LAMEC API Facade pattern [{A5' LAMEC AP Batch script repository /1w LAMEC API generates HPC script modules, Open HPC/AI Job Script Methods
encapsulates use case instances & scalabi\ity-pmven Al frameworks Al library setups & automated testing “ Generator Web Page(s)
#export relevant env variables . o

#export CUDA_VISIBLE_DEVICES="®,1,2,3"

#run Python program
srun --cpu-bind=none python -u train_hvd _keras_aug.py

e Solution: Use LAMEC — API of the
UAIF framework of CoE RAISE

f= Basic Science & Al ., TensorFlow & PyTorch . HDFOVOd / PyTorch-DDP / DeepSpeed .wRAV \vine Hyperparameter Tuner software
a Ilbrarles (NumPy, etc.) (& DALI Data Loader) Distributed Deep learning tools I Ray Tune, Optuna, Deep Hyper || jnfrastructure
\RJ \S —

___________ ———————____-l_________‘ !adﬂpn‘ons

L o8

Prototype
HPC Systems

Hosting Sites

MOdU'H' . @ EuroHPC JU \ EU
HPC 'Apptamer y E oHPC U | iy LU [ vesa [ xaroLina [ioeucaLionf o

s, System Container (=

JUWELS Al Environment

B conaro0 [ MELUXINA [ DIsCOVERER 5“‘“9"‘5
Rudens hardware
infrastructure
.VSC HPC
Systems

. Modular HPC
System DEEP

. CTE-ARM
HPC System

1 H H Apprainer Hszcsvcslresm JUPITER
* Simplify HPC access using Al o L]
Nostrum System

libraries with the LAMEC — API

 LAMEC = Load Al Modules,
Environments, & Containers

[1] CoE Research on Al- &
Simulation-Based Engineering

Center of Excellence at Exascale

e Support of many HPC
systems in Europe already


http://www.iconarchive.com/show/real-vista-data-icons-by-iconshock/objects-icon.html

ﬁ remofte sensing MOP1

Remote Sensing Big Data Classification with High
Performance Distributed Deep Leaming

Kocio Sodons 40D Coabotele Cavallann 470 Jomia fitsey 2470 Alrnandor Strebe *
Marvts Rindel A0 0nd e 00 Beredihien *

sl Noatumal Sctrmnn, Univarity of Mslamd, Ehabugs &, W5 Brybior i, bk

Multi-node: epoch time in seconds

494 B JUWELS
S00 JMRECA
400
Doctaral das : ey (24 nodes x 4 GPUs
Doctoral defense in'Computations 300 - = 96 GPUs)
L e , 249
' r‘f.”’" neerinc () = { —
2001 173 167
100 -

X Faster Al Model training
Thu, 04/05/2023 - Abaltygging nodes through parallel computing on

13:00 10 15:00 The ol many GPUs at the same time

Figure 4. Multinode, time per epoch, multispectral model.




RAISE

Center of Excellence

Run 3 (14 TeV), tt with PUSO

Distributed hypertuning i . s

Hyperband RandomSearch
CMS Simulation Preliminary U

— o ASHA Randomsearch
Ray Tune train.py: tune.run ‘ —e- ASHA Bayesian Optimization
N == — 105! o
tune [ Trial 1 ] [ Trial 2 ] [ ] [ Trial m ] Hypertuning 8
" c
evaluation 21.00
2 .
Horoved s
O 0.95
J . .
0%} T z
o
2000 4000 6000 8000 10000
Core-hours

uonda|es

Run 3 (14 TeV), tf, QCD with PUSO; 417, A

CMS Simulation Preliminary
Validation loss

010 2.50 T
S
_— S 2.25 "‘

Run 3 (14 TeV), tt, QCD with PU50

—— Training loss
Validation loss

Validation classification loss
Top trials
.

Assess learning 78 a4

0.0008 B “ KT kw\ !
Vaidation regréssion 1oss = variability m A %J{\‘v,‘m__,ﬁ.\q i
0.06 o § 1.50
“
0.04 bt
Bel — e 1.25
002 2 liheg -
Vaiidation classfication aCEUracy _—
0.94 CMS Simulation Preliminary
Before hypertuning
0.75! Mean and standard deviation of 10 trainings
0.92 Final training loss: 1.57 +/- 0.15
80 100 130 140 160 180 300 Final validation loss: 1.55 +/- 0.12
Epoch 050535 50 75 100 125 150 175 200
Epochs
MOPI
Lrad
Developing an Artificial Intelligence-Based Representation of a
Virtual Patient Model for Real-Time Diagnosis of Acute ‘
Respiratory Distress Syndrome Hyperparameter A
\ ¢
Rl Barahat V40 Kometamtin Shavafutdines 10, fonefine Busch' O, Sins Settiman’. Doclan G Buten”, Jomathan G 9 S —
G Hardman®, Andrem Schuppert' ', Sigunbur Brynpddivmen’ *, Sebuntian Trne b L0 and Merris Kiodel 212 opt'm'zat'on R Nl f

>

Mean validation loss

decreased by ~44% e o e St
giving a significant i
performance
improvement ]
2 @) JULICH | o

cﬁw
\

N

Run 3 (14 TeV), tt, QC

Random Search: 100 Trials

22 DN IR S 7 E mo"
’ o
X2 s e e a e al TRl
CMS simulation Prelimir. ‘I 1
After hypertuning ! . {

YL,

g o

25 50 75 100 125 150 175 200
Epochs

Better Al models
with higher accuracy
or lower error rates
through
hyperparameter
optimization

Train Better : : ' : :
Al Models '




- Large Language Model & OpenAl / GPT-4 . s o B [0
332 meemo o Example: SME Mideind ehf e ‘

T e Natural Language Processing (NLP) SME &
NCC Iceland Simulation & Data Lab NLP

* Develop ‘google translate’ that works

STOPPED SME (LACK FUNDS)

No Survey

ASSOCIATION

* Submitted joint EU proposal using Al on HPC = .o 1
* CoE RAISE Unique Al Framework (UAIF) ... You. ——
RASE . selected Building Blocks used for Al on HPC e
:i: VELBYDING :E: MIDEIND ;Atgfu g‘cl(t(‘{'rgpdbr)tpp' cators oo o | HTC-Mimir : Avalable Parttions / Compute Nodes

12 employees, based in Reykjavik, Iceland

@ 3 Englsh w L] IR leelandi Tramlate Appiicat nclude spelling and grammar correction, a
i achine tran
ans iza

ation, question

Rervarw Ersdarikndun .
We have received great support from

Forschungszentrum Jiilich and University of Iceland*
regarding access to GPU clusters for training and fine-
tuning of large language models

We are looking to contribute to European projects to
[5] Vélbyding T Iation Enai E'I support smaller languages in NLP and Al
elpyoing Iransiation engine
* Many thanks to Prof. Dr. - Ing. Morris Riedel & hisNCC team!
eeeee



e Simulation & Data Lab Natural Language Processing (NLP) activities
* Addressing societal challenge: Preserving ‘small country‘ languages

>
232 VELBYDING &
L] ‘

OpenAl Representatives

& 2 English . @ '8 lcelandic SME Mldeind CEO
Vilhjalmur
Porsteinsson

Mideind develops Natural Language Processing and
Artificial

language

e applications for the Icelandic

12 employees, based in Reykjavik, Iceland

ions include spelling and grammar correction, a
estion
g, summarization, chatbots more

istant, machine translation, ¢

We have received great support from
Forschungszentrum Jalict Jniversity of Iceland*

regarding access to GPU clusters for training and fine-

tuning of e language models

We are looking to contribute to European projects to l
support smaller languages in NLP and Al =
] . . —— A few members of Mideind's ili At
any thanks o Prof. Dr. - Ing. Morris Riedel & hisNCC team! team with our 8 x A100 GPU L Lllla AlfreOSdOt.tlr, )
server Minister of Culture & Business Affairs




¢) JULICH

Quantum

Simulation and
Data Science
Lab

Exploiting cutting-edge technologies
to advance materials modelling and
simulations.



Selected References

[1] EuroCC NCC Iceland IHPC Community,
Online: https://ihpc.is/community/

[2] CoE RAISE YouTube Channel for joint Trainings,
Online: https://www.youtube.com/@coeraise6339

[3] CoE RAISE, : - ,
Online: https://www.coe-raise.eu/ - : e

ners from German ble #HP
p co d for HP a Center in

[4] Mideind ehf, Iceland Natural Language Processing (NLP) Company,
Online: https://mideind.is/

[5] Vélpyding Translate English — Iceland, Online:
https://velthyding.is

[6] Al and Simulation Based Engineering Workshop,
Praque, 01.12.2022,
Online

[7] EuroCC NCC Iceland & Borealis Data Centers
Jointly Organized Event ,,Responsible HPC Workshop®,
18th— 19th May 2022, Reykjavik, Iceland

Online: https://www.bdc.is/conference

[8] YouTube Channel with publicly accessible training
Online: https:

© Like & comment 1) Repost <7 send

& 1,833 impressions View analytics



https://ihpc.is/community/
https://www.youtube.com/@coeraise6339
https://www.coe-raise.eu/
https://miðeind.is/
https://velthyding.is/
https://www.it4i.cz/en/welcome-to-the-national-competence-centre-in-hpc/ai-and-simulation-based-engineering-workshop
https://www.bdc.is/conference
https://www.youtube.com/channel/UCWC4VKHmL4NZgFfKoHtANKg
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Revolutionising recycling with Al

The challenge

Recycling waste is one of the easiest ways to reduce the use of limited resources and curb climate change, but
often the materials that end up on the conveyors of the materials recovery facilities (MRFs) are not what re-
cyclers want and many contaminants such as containers soiled with food waste have to be removed by hand.
It's estimated that the world generates three billion tonnes of domestic waste each year, but less than 10 per
cent of it is recycled.

The solution

Danu Robotics, an Edinburgh-based start-up specialising in Al solutions that protect the environment, has
come up with a solution based on machine learning software that can visually identify recyclable and non-
recyclable material and remove any items that should not be there.

Before deploying the robot picking hardware, the company had to build up a waste image database to help
the system identify contaminants. Now that the initial system training is complete, Danu Robotics is working
on the software which will direct the robotic sorting system to remove contaminants from a moving conveyor
belt as efficiently and effectively as possible. For this part of the programme, the company called in EPCC for
support. EPCC initially worked with DanuRobotics to outline the system’s architecture and this led to further
work to train the Al part of the system to identify recyclable and contaminant items. EPCC’s Cirrus super-
computer was employed to help process the data and train the software.

Impact of this EuroCC project

In mid 2022 the project began two months of lab tests to integrate the software with the robotic hardware,
and then a three-month trial of the prototype system at Glasgow City Council’s recycling centre. Several
large European recycling companies are interested in the company’s product.

The system is designed to be sustainable, flexible, affordable, scalable and future proof, and the technology
can help recycling companies recoup their investment within two years, and double their profit within three
or four years’ time.

HPC Success Stories & Training
EURO

——

GCS OpenACG

Plastic Bottles (Credit: Getty Images / Anna Kim)

Heimhottz GPU
[ —wenws ] Hackathon 2023



IHPC National Competence Center N
-% for HPC & Al in Iceland * T ok
: 1 *
’9‘“ a * *
‘E .%G. @r ° * 4 *

This project has received funding from the European High-Performance Computing Joint Undertaking (JU) under grant agreement
No 101101903. The JU receives support from the Digital Europe Programme and Germany, Bulgaria, Austria, Croatia, Cyprus, Czech
Republic, Denmark, Estonia, Finland, Greece, Hungary, Ireland, Italy, Lithuania, Latvia, Poland, Portugal, Romania, Slovenia, Spain,

Sweden, France, Netherlands, Belgium, Luxembourg, Slovakia, Norway, Tiirkiye, Republic of North Macedonia, Iceland, Montenegro,
Serbia
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* Interactions with Industry work well

 Example: SME Mideind ehf

* Natural Language Processing (NLP) SME &
NCC Iceland Simulation & Data Lab NLP

* Develop ‘google translate’ that works
* Joining forces in EU Horizon & DEP proposals

»
h‘ VELBYBIMG

L] I Efglish = i B Rewlanedic Traralste

=
=

Mideind develops Natural Language Processing and
Artificial Intelligence applications for the Icelandic
language (mideind.is)

:E: MIDEIND

12 employees, based in Reykjavik, Iceland

Applications include spelling and grammar correction, a
voice assistant, machine translation, question
answering, summarization, chatbots & more

We have received great support from
Forschungszentrum Jilich and University of Iceland*
regarding access to GPU clusters for training and fine-
tuning of large language models

We are looking to contribute to European projects to |
support smaller languages in NLP and Al

" . — - ' A few members of Mideind'’s
Many thanks to Prof. Dr. - Ing. Morris Riedel & hisNCC team! team with our 8 x A100 GPU
server

[6] mideind ehf




JULICH

EuroHPC Summit :E:

CENTRE

@ OpenAI . __¢)iuck
2023 Goteborg MIDEIND

SME Mideind ehf & OpenAl / GPT -4

s ACHIVITIES Of the Simulation & Data Lab Natural Language Processing
(NLP)

< ) _tietal challenge: Preserving ‘small country’ languages
e — SME Mideind ceQPENAl Representatives

. -,
Review ) Endurskodun VI | hJ a.l m u r
Mideind develops Natural Language Processing and | — ' ! I:)o rSt Il SSO n
\$

Artificial Intelligence applications for the Icelandic
language (mideind.is)

12 employees, based in Reykjavik, Iceland

Applications include spelling and grammar correction, a
voice assistant, machine translation, question
answering, summarization, chatbots & more

We have received great support from
Forschungszentrum Jilich and University of Iceland*
regarding access to GPU clusters for training and fine-
tuning of large language models

We are looking to contribute to European projects to
support smaller languages in NLP and Al

A fewmmersofMideind's LI IJ a Al freasd éttl r,

* Many thanks to Prof. Dr. - Ing. Morris Riedel & hisNCC team! team with our 8 x A100 GPU

semer Minister of Culture & Business Af

SUPERCOMPUTING —



EuroHPC Summit

2023 Goteborg

RAISE

Center of Excellence

[1] EuroCC NCC Iceland Simulation & DataLabs

Working with 4
NCCs

{ E EuroHPCJU LUMI.VEGA ’mnouw\ DEUCALION
Hosting Sites . .

curonoc | PLEONARDO (B MELUXINA B DISCOVERER

4

Al Environment]

Nostrum

apptaner |, BSCNS EE
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Iaﬁ?ﬁc High-Performance Computing &

* IHPC Community Workshop [bi-monthly]

 Activities are increasing in academia and industry that also includes
related areas such as Artificial Intelligence (Al), Machine Learning (ML),
Data Analytics, and Data Sciences.

* 10 workshops since August 2021

* Center for remote sensing
e Gabriele, Gro Birkefeldt Moller Pedersen, Rocco,

e Cybersecurity




EURO

. " EuroHPC LUMI Supercomputer in Finland
3 rannis Icelandic National Infrastructure for HPC P P o g

¢ HPC hardware funds by RANNIS, now via roadmap IReiP

¢ Supercomputer funded by Finland, Belgum, Czech Republic,

Denmark, Estonia, keland, Norway, Poland, Sweden, Switreriand

< Proposals yearly required to obtain funds sti

¢ Co-funds by EC and Iceland participation funds from: Uciceland,

ot proposal from IHPC community ._
© Joint proposa v - unity UoReykjavik, and Hannes Jonsson & Ll Skulason

Teaching & Education in HPC & Al

< University of Reykjavik 22

< University of Iceland

EuroHPC EuroCC National
Competence Center for HPC & Al

< EU Project (09/201908/2021), 2 years
< Arctic Webinar Series

'with US partners) -

< Digital/Horizon Europe MS< in HPC

< Building Ssmulation and Data Labs

{SDLs) of the IHNPC Community of Users

< Supports industry engagement in HPC

v—&".lk.' ® 'e
" R

Lo\ THPC Community of Users

- e

S0OR \'/

9 JOvicH

International Cooperations ™

< Tactical: ~4 Joint PhDs with leelich Supercomputing

Centre in Germany (81 MPL Systemn in Lurope )

< Tactical: EC Projects like DEEP-EST, EOSC-Nordic

< Organized around RANNIS proposals
RAXSE Center of Excelence (Cok)
< =53 scientific experts & research group

< Strategc: Plans of bulding an Icelandic National Lab
IDEEP with international cooperation together with industry

oy

< Uolceland/UoRevidavik, Iceland Geo Survey

ISOR, Met Office & industry: Matis, etc




* Clean and data




vachievements of NCC Iceland

NCC — REPORT FOR MINISTRY NCC — MINISTRY INTERACTIONS NCC — MINISTER PRESENTATION

(),
al
1 (+3 planned in Phase 2)

IDENTIFIED BENEFITS FOR

* Recognized by ministries, SME & Industry
* Established 12 Simulation & Data Labs
in key areas of science & engineering =y (e
* With industry use cases & participation

* |dentified HPC/AI activities in Iceland
* Promoted six unique competencies

IHPC National Competence Center
m for HPC & Al in Iceland
(s

-%m.‘&%“. 3 "e

c te te Level of HPC readi f + . . . .
ompstence category evel ofHPC readiness of users # Established Simulation and Data labs Manpower NCC Simulation & Data Labs
Digitalization needed Digitally ready HPG ready HPC users HPC champions M1z mz28 PLANNED FOR PHASE 2
Statistical Weather Lab
Awarensss craation - Software Engineering for HPC ~ n—
Algorithmic Mathematics Lab
Expert technical consultancy Experience in teaching @ Experience in Modular @ Experience in parallel & @ Health & Medicine  n——
technical topics like HPC & e training of HPDA / Al . i
HPDA systems Technologies models Accoustic & Tactile Engineering S ——
Natural Language Processing — nm——
Services and products Application Experience in @ . . Computational Physics m—
HPDA & Remote Sensing (#6 # Established HPC Professorships putational Fhysics
in the world) Remote Sensing
— — M2 mM28 PLANNED FOR PHASE 2 Computational Fluid Dynamics
usiness & pro,
consunancyp i Computational Chemistry
Neuroscience -
Technological assessment Experience in Quantum @ :
and PoCs Computing (i.e., quantum 0 %
annealing)
Mastering the EU HPC Experience in forming @ . . . . . . .
ecosystem Simulation & Data Labs [4] M. Riedel et al., ‘Practice and Experience in using Parallel and Scalable Machine
& Industry parl = - - -
(seence & industy pariners) Learning with Heterogenous Modular Supercomputing Architectures’, IEEE IPDPSW, 2021

[5] C. Barakat et al., ‘Lessons learned on using High-Performance Computing and Data Science Methods
towards understanding the Acute Respiratory Distress Syndrome (ARDS)’, IEEE MIPRO, 2022

[2] M. Riedel et al., ‘Practice and Experience using High Performance Computing and Quantum [3] Reza et al., ‘The Capability of Recurrent Neural Networks to Predict
Computing to Speed-up Data Science Methods in Scientific Applications’, IEEE MIPRO, 2022 Turbulence Flow via Spatiotemporal Features’, IEEE ICCC, 2022




ntStatus of the NCC— KPIs

Prof. Dr. — Ing. Morris Riedel, The University of Iceland

Current larget Value
KPI Short Description lask Value M28 M24/28
01  Performed training events for HPC, Al and 332 15 8
Big Data users to improve skills
02 Performed technology transfer events with 333 6 6
specific topics addressed for SMEs
03 Number of industrial partners / SMEs 334 30 s
interacted with
04  Number of companies (incl. SMEs) who ran 334 3 2
pllul.\
05 Number of established Simulation and Data 335 12 -10
Labs
06 Created coordination plans for sharing courses, 33.2 4 2
content & best practices per vear
07 Number of national HPC, Al and HPDA 336 110 75
infrastructure & NCC competence users
08  Number of LUMI HPC, Al and HPDA 336 6 »25
infrastructure & NCC competence users .
09 Number of completed sury 5.‘_\‘\ of collaboraing  33.7 20 -10 The IHPC WOI'kShOp series Of
academic & commercial partners
10 Number of cvents ;mcmkl-d to raisc awareness  33.7 11 -10 NCC Iceland was key to success
of the NCC Ieeland . o oge
11 Number of Web page posts & social media 33.7 110 -100 Iin many Of the KPI activities
posts from the NCC Iceland
12 Number of best practices guides, NCC Ieeland  33.6 35 25

[7] EuroCC NCClceland Icelandic HPC (IHPC)

testimonials. and success stories Community Workshop Events

Training: Publicly
Accessible Lectures

[8] YouTube Channel with HPC & Cloud Computing Courses

I would like to thank you to make your lectures on yt, appreciate it Prof.

Nice lecture, thank you Professor.

Murad Bayoun + 3 weeks ago Vincent Hus « 1 month ago
Great course thanks a lot, hope to see more contents related to HPC. Thanks a lot for sharing this course! This really helps the world :) 1 “-_fy
0 u u e % Orbit-fighter € » 3 weeks ago ﬁ Matt Kafker + 7 months ago 14 subscribers

1st Icelandic HPC Community Workshop (2021-08-11)

2nd Icelandic HPC Community Workshop (2021-10-28)

3rd Icelandic HPC Community Workshop (2021-12-15)

4th Icelandic HPC Community Workshop (2022-02-23)

Sth Icelandic HPC Community Workshop (2022-04-25)

6th Icelandic HPC Community Workshop (2022-08-30)

7th Icelandic HPC Community Workshop (2022-10-27)

8th Icelandic HPC Community Workshop (2022-12-7)

Khadidja Bakhti + 5 months ago 2 subscribers ﬁi\ Tom + 1 month ago 28.7K subscribers
vll

Beautifull

4 Antonis Polykratis (@ + 1 menth ago 1

»”
Thank you very much for posting these lectures, professor! They are helping with my Ph.D. research. o Super interesting curriculum. Thanks prof.
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* Increased number of HPC/AI users
* Enabled national/EU access to HPC

* Interactions with Industry work well

. .
* Example: SME Mideind ehf
Xa e. Id€elnd €
.
* Natural Language Process NLP) SME &
ur ngu r IN
NCC Iceland Simulation & Data Lab NLP
°D lop le t late’ that k
evelop googie transiate dt WOIKS
L L L L
* Jo forces in EU Horizon & DEP proposal
NN rces in rizon I S
* Mideind develops Natural Language Processing and =t 3‘
] Artificial Intelligence applications for the Icelandic 4
Lkzi YELPYEING :E: MIDEIND language (mideind.is) |€
12 employees, based in Reykjavik, Iceland
@ i Engish w L] IR leelandi Tramlate Applications include spelling and grammar correction, a
voice assistant, machine translation, question
answering, summarization, chatbots & more
- L i We have received great support from
Forschungszentrum Jiilich and University of Iceland*
regarding access to GPU clusters for training and fine-
tuning of large language models
We are looking to contribute to European projects to
E‘; support smaller languages in NLP and Al
[6] mideind ehf A few members of Mideind’s

* Many thanks to Prof. Dr. - Ing. Morris Riedel & hisNCC team!
server

team with our 8 x A100 GPU

- Prof. Dr. — Ing. Morris Riedel, The University of Iceland

COMPLETED SURVEYS

20 (+20in Phase 2)

STOPPED SME (LACK FUNDS)

No Survey

DATA CENTERS
SMEs
ASSOCIATION

SIM DATA LABS

B summer & Winter Schools

HPC-Elja : Available Partitions / Compute Nodes

planned in Phase 2
# Publicly
Accessible You Tuhe

Lectures

HTC-Mimir : Available Partitions / Compute Nodes




" "Quantum Simulation and Data Science Laf>




IHPC National Competence Center
‘ -'-== for HPC & Al in Iceland

—g;m@.'igg' @@ 9

) UNIVERSITY
é}p OF ICELAND

An Overview of the European HPC Strategy and
Highlights from the Icelandic HPC Communities

Dr. Hemanadhan Myneni
Research Assistant Professor, Department of Computer Science, University of Iceland
Head of Quantum Simulation and Data Science Lab, Part of NCC Iceland

Summer school on "High Performance and Disruptive Computingin Remote Sensing",
29 May - 1 June, 2023, Reykjavik, Iceland
Talk: May 29, 2023




- Large Language Model & OpenAl / GPT-4 . s o B [0
332 meemo o Example: SME Mideind ehf e ‘

T e Natural Language Processing (NLP) SME &
NCC Iceland Simulation & Data Lab NLP

* Develop ‘google translate’ that works

STOPPED SME (LACK FUNDS)

No Survey

ASSOCIATION

* Submitted joint EU proposal using Al on HPC = .o 1
* CoE RAISE Unique Al Framework (UAIF) ... You. ——
RASE . selected Building Blocks used for Al on HPC e
:i: VELBYDING :E: MIDEIND ;Atgfu g‘cl(t(‘{'rgpdbr)tpp' cators oo o | HTC-Mimir : Avalable Parttions / Compute Nodes

12 employees, based in Reykjavik, Iceland

@ 3 Englsh w L] IR leelandi Tramlate Appiicat nclude spelling and grammar correction, a
i achine tran
ans iza

ation, question

Rervarw Ersdarikndun .
We have received great support from

Forschungszentrum Jiilich and University of Iceland*
regarding access to GPU clusters for training and fine-
tuning of large language models

We are looking to contribute to European projects to
[5] Vélbyding T Iation Enai E'I support smaller languages in NLP and Al
elpyoing Iransiation engine
* Many thanks to Prof. Dr. - Ing. Morris Riedel & hisNCC team!
eeeee
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