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Outline

= Understanding Computing Technologies
= High Performance Computing & Supercomputing
= Critical Societal & Economic Application Examples
= Al through Parallel & Scalable Machine & Deep Learning

" Practice & Experience in Remote Sensing
= Co-Design and Use of High-Performance Computing Systems
= Leverage Clouds & Apache Spark for Image Compression Tasks
= Challenges & First steps in Quantum Annealing

[1] PRACE — What is HPC, YouTube Video
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High Performance Computing (HPC) & Supercomputing

Multi-Core CPUs as Cluster Fast Interconnects

Cluster nodes interconnected with a low-latency

Large number of processors with high single
high-bandwidth network (e.g. Infiniband)

@D
Be
Additional Many-Core GPUs

Accelerators attached to host CPUs with
moderate speed, but 100 — 1000 processors

thread performance and cache hierarchies

Parallel Programming Environment

Schedulers, monitoring systems, parallel libraries

GPU
Multiprocessor 1 Multiprocessor N R

Shared Memory

P1 P2 P3 P4 PS

Parallel File Systems & Storage

Using binary parallel file formats & large storage
capacities on different levels (NVRAM, Disk, Tapes)

g

Q m
\

Building Infrastructure

Cooling, cables, fire safety, etc.
P1 P2 P3 P4 P5

[2] JUWELS - Zeitraffer, YouTube Video
Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing 4/30



Critical Societal & Economic Applications that require HPC Resources

L]
Ice M Od el in g [29] Memon, M.S. & Riedel, M. et al.:
Scientific workflows applied to the
e.g. g|ac|er calvi ng coupling of a continuum (Elmer v8.3) &
a discrete element (HIDEM v1.0) ice
dynamic model, GMD Vol 12 (7), 2019

Dr. Shahbaz Memon (2019)
PhD Student Graduate, University of Iceland

Aerospace Engineering

e.g. computational fluid dynamics

E Terrestrial Systems & Cllmate

e.g. groundwater modeling

Volcanic Eruptions Modeling

April 14 2010 00 UTC Height: about 3 km
Y= e ¥ e.g. spreading of ash clouds E

[ ki COVID-19 Models

e.g. understanding spread of virus in detail

(3
3

[5] SimLab Terrestrial Systems

Systems Biology & Medicine

mawsus3E88EE

&

Green Energy Research

e.g. protein folding

[6] SimLab Biology

e.g. understanding turbulence in windfarms
) Seyedreza Hassanianmoaref
NEW R N S E . . - -8 Callsign “Reza”
w BYGRY LAy g > Y 8 ; /“7 PhD Student, University of Iceland
ot "> IHPC Simulation and Data Lab
8 Computational Fluid Dynamics (CFD)

[8] IHPC SimDatalab CFD Web Page

Center of Excellence
Actuater disc Actuator line

[3] Humidity in Covid-19, YouTube Video  [4] RAISE Center of Excellence Web Page
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Focus Talk: Artificial Intelligence through Machine & Deep Learning

Artificial Intelligence (Al)

A wide area of techniques and tools that enable
computers to mimic human behaviour (+ robotics)

Classification

Machine Learning (ML)

Learning from data without explicitly being
programmed with common programming languages

Deep Learning (DL)

Systems with the ability to learn underlying
features in data using large neural networks

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing

Regression

[9] Neural Network 3D Simulation
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Parallel & Scalable Machine & Deep Learning — Al & Big Data needs HPC/Clouds

L §
@helmholtz_en SMITH, ON4OFF & Modular Supercomputing by @DEEPprojects
\ @fzusc @fz_juelich @uisens @uni_iceland @Haskoli_lslands
v ; =
e f INTES st

Morris Riedel @MorrisRiedel - Mar 21, 2019

Video of my talk @ Deutscher Bundestag German federal parliament now at
dbtg.tv/cvid/7332302 discussing among #Artificialintelligence experts HAICU

@MorrisRiedel High Performance
Computing & Cloud
, Computing

M-‘ Model Performance / Accuracy

-—

‘small datasets’

manual feature Medium Deep Learning Networks
engineering’
changes the

or¢11ering

Small Neural Networks

Traditional Learning Models

MatlLab
Statistical
Random Computing with R
Forests
scikit-learn Weka  Octave
Dataset V°|ume 9 lBig Datal [7] www.big-data.tips
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Icelandic HPC Community — Simulation & Data Lab Remote Sensing

IHPC A [ Jrreiewd &

The University of Iceland is one of the six best universities in
the world in the field of remote sensing!

© Héskall islands @ laskolllslands - Aug 14
Jétunn Gardar - dec: History Community All Community Experts Support Acknowledgements Hasksli fslands er i 6. sati yfir fremstu haskola heims 4 svidi flarksnnunar samkvaemt
hinum virta Shanghai-lista. Skolinn er enn fremur { hopi hundrad bestu haskdlanna innan
jardvisinda. Frabaerar fréttir fyrir starfsmenn, stidenta og samfélagi allt!

Haf8u samband — Contact us his/frettir/haskol.

Attt uoan
o
e e
cwil Remote Earth
petan Senping by
40P Aug 15,2019 - Titr for Phone
e oy
L=, i
Boredcal | Mooy

. . | = I
General information AVIRIS CONCEPT

The Simulation and Data Lab Remote Sensing (SimDataLab RS) leads to increase the visibility on interdisciplinary research between remote sensing and EACH SPATIAL ELEMENT HAS A A MGChlne

. . . : ’ : ’ y CONTINUOUS SPECTRUM THAT 2 w3 .
advanced computing technologies and parallel programming. This includes high-performance and distributed computing, quantum computing and specialized |S USED TO ANALYZE THE E:: - Learnlng
hardware computing. The SimDataLab RS is based at the University of Iceland and works together with the High-performance and Disruptive Computing in SURFACE AND ATMOSPHERE -

Remote Sensing (HDCRS) working group of the Geoscience and Remote Sensing Society (GRSS). Together with HDCRS, the SimDatalab RS disseminates
information and knowledge through educational events, special sessions and tutorials at conferences and publication activities.

ot v Models

CIAELENGTH )

Members e eses Sed I
ng. Rocco Sedona i rnir Erlingsson .
Prof. Dr. — Ing. Morris Riedel g Surbhi Sharma 8 S
Dr. -Ing. Gabriele Cavallaro ! o
i Challenges:

mixed pixels
& unbalanced

L R T T
CMELENSTH )

224 SPECTRAL IMAGES

TAKEN SIMULT ANEQUSLY 5:: eseranon B land cover
b classes
12] AVIRIS i
[11] IHPC SimDataLab Remote Sensing Web Page [z [Eers
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Research Examples — Al Applications in Remote Sensing using HPC

Machine

Distributed
Training
of ResNet-50

- — processing-
[““%‘:1? "> (Near) Real-Time Processing ] [V » Exploration of Oil Reservoirs] [@ Earth Land Cover Classification ] intensive
— : applications
e ——— —D
Infrastructure EE_:‘ ¥ *ﬁjgg uroHPC[ LUMI Supercomputerj B Microsoft  ommercial Cloud|  computing
PRACE SIS = ws @Y Google Cloud Vendors infrastructures
_________ A
v \rl -
A4
Modular Modular (" . = AWS EC2 & DL innovative
i = i Singularity Docker i [ .
HPC HPC c ) C . WS Amazon Machine Image | ~omputin
System System ontainer (€ = ontainer (AMI) & Elastic Ma puting
(8§ Environment Environment| aws P resources
DEEP - DAM JUWELS | & docker Reduce (EMR) Example
v————————— -—--—_--—le .TH#I-?'-E-"_-""@“FAH Bl il " " " —v
MP| & Parallel D|str|buted JupyterLab Apache
OpenMP . SVM 0 Tralmng & Jupyter “ Libraries t?Chn?logy
Libraries s Notebook CUDNN || o arncus libraries &
$ ¢ Ueeobpeeo Tensorfiow Libraries e Libraries =] Spqr packages
A\ /t A A
v v v ooo..
Par.allel Scalable Network Innovative | | « > Multi-core @n\IIDIA. GPUs Many- cb'r'e-...,__ key
File Storage Memory Processors
Svst Servi Attached Hierarchies Processors ( I N hardm'/’are..,_
ystem ervice - ; : ‘Accelerators’ with low
7 Memory| (high single thread || technologies
(Lustre) / Module —= with NVMs performance: ~24 cores) - performance, ~7000 cores) g

[30] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021
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®
.l HOROVOD .'
L]

#128
GPUs
in parallel
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Research on Parallel & Scalable Machine Learning Algorithms — SVM

= Parallel Support Vector Machine (SVM) piSVM

= Being most scalable SVM (open source) still today
= Significantly improved from original piSVM authors
= Maintained by Simulation & Data Lab Remote Sensing

[14] C. Cortes & V. Vapnik, ‘Support Vector Networks’,

Scenario ‘pre-processed data‘, 10xCV serial: accuracy (min)

~v/C 1

10

100

1000

10 000

2 48.90 (18.81)
4 57.53 (16.82)
8 64.18 (18.30)
16 68.37 (23.21)
32 70.17 (34.45)

65.01 (19.57)
70.74 (13.94)
74.45 (15.04)
76.20 (21.88)
75.48 (34.76)

73.21 (20.11)
75.94 (13.53)
77.00 (14.41)
76.51 (20.69)
74.88 (34.05)

75.55 (22:533)
76.04 (14.04)
75.78 (14.65)
75.32 (19.60)
74.08 (34.03)

74.42 (21.21)
74.06 (15.55)
74.58 (14.92)
74.72 (19.66)
73.84 (38.78)

Scenario ‘pre-processed data‘, 10xCV parallel: accuracy (min)

~v/C 1 10 100 1000 10000
2 75.26 (1.02) 65.12 (1.03) 73.18 (1.33) 75.76 (2.35) 74.53 (4.40)
4 57.60 (1.03) 70.88 (1.02) 75.87 (1.03) 76.01 (1.33) 74.06 (2.35)
64.17 (1.02) 7452 (1.03 ) 77.02 (1.02) 75.79 (1.04) 74.42 (1.34)
16  68.57 (1.33) 76.07 (1.33) 76.40 (1.34) 75.26 (1.05) 74.53 (1.34)
32 70.21 (1.33) 75.38 (1.34) 74.69 (1.34) 73.91 (1.47) 73.73 (1.33)

First Result: best parameter set from 14.41 min to 1.02 min
Second Result: all parameter sets from ~9 hours to ~35 min

148 16

11:00 +

10:00
09:00

08:00

07:00

06:00

05:00 - |
04:00 - %

03:00 § 3

02:00

01:.00
00:00

148 16

Machine Learning, 1995

O asM
optimized TSyM
linear

memory access problems
@

r |
32 64 128

o TSyM
optimized 7SyM

memory access problems
.

32 64 128

[13] G. Cavallaro & M. Riedel & J.A. Benediktsson et al., ‘On Understanding Big Data Impacts in Remotely Sensed Image Classification Using Support
Vector Machine Methods’, Journal of Applied Earth Observations and Remote Sensing, 2015
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Machine
& Deep
Learning

Spectral-Spatial Classification of Remote Sensing
Optical Data with Morphological Attribute Profiles
using Parallel and Scalable Methods

Gabriele Cavallaro

Dissertation submitted in partial fulfillment of a Philosophiae Doctor degree

in
Electrical and Computer Engineering

Advisor
Professor Jon Atli Benediktsson

Faculty of
chool o

research challenges:

Dr. — Ing. Gabriele Cavallaro (2016)
PhD Student Graduate, University of Iceland
IHPC Simulation and Data Lab
Remote Sensing

~En
N
[

-

smart load balancing schemes for scaling up

11/30




Moving towards Exascale HPC Systems — Juelich Supercomputing Centre

Medlle 1 High-scale on and Data Laborat Potentially first Exascale system in Europe

Cluster Simulation

SDL Biol
workflow e

Module 6 \
Multi-tier Storage
System

SDL Plasma Physics

SDL Molecular Systems

SDL Climate Science

SDL Fluid & Solid Engineering

Module 5 \ SDL Quantum Materials [18] JSC Simlabs
Quantum Data Analytics \
Module Module N SDL Terrestrial Systems

Module 4 SDL Numerical Quantum Field Theory
Neuromorphic

_Module SL Neuroscience

Deep_ Data Analytics SDL Astrophysics
Learning workflow
workflow

MEEP [17] DEEP Series of Projects Web Page
Projects

Data Analytics
~

Application Co-Design Neuromorphic

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing 12/30
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[20] YouTube, ‘flexible and energy-efficient supercomputer:
JUWELS is faster than 300 000 modern PCs




Research on Parallel & Scalable Machine Learning using Innovative Hardware

= Co-designing EU Modular Supercomputing Architecture (MSA)

= Improved design on SVM & DBSCAN algorithms (NextDBSCAN/NextSVM)
= E.g. also research on Network Attached Memory (NAM)

[17] DEEP Series of Projects Web Page ) JOLICH 19 (e
eewane 7 Fraunhofer
EXTOLL. ==
Mem. BW : .
~100 GBytels Mem. BW (intel
@) Accelerator| oo cais
As of today, PCle gen3 restricts —
achievable latency and bandwidth
£ nesa
Conventional CPU/GPGPU

Optimized CPU/GPGPU

Offioad Offload
EIN - =]
] D Data
&y Data
2
g E
cy"\{\r/n. Results C[’:ln\:\rln_ Results
NETWORK > — =
FEDERATION Data A
2
SCALABLE DATA El
STORAGE ANALYTICS PL P2 P3 P4 PS5 Data Bl
SERVICE MODULE NW Results
MODULE

z comm.
Results 3 Data A
NW esu
comm.
s
E

[ouiey

research challenges:
exploring approaches for network

Ernir Erlingsson (mid-term 2019)
N;A‘M attached memory & GPU Direct scaling [19] E. Erlingsson, M. Riedel et al., IEEE MIPRO Conference, 2018 PhD Student, University of Iceland
E “}\ IHPC Simulation and Data Lab

Remote Sensing
Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing
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Research on Deep Learning Architectures using Distributed Training Approaches

= RESNET-50 Architecture: Case for interconnecting GPUs

Partition of the JUWELS system

= RESNET-50 is a known neural network architecture that has e e e
established a strong baseline in terms of accuracy (equipped with 16 GB of memory) -

= Computational complexity of training the RESNET-50
architecture relies in the fact that is has ~ 25.6 millions
of trainable parameters

= RESNET-50 still represents a good trade-off between
accuracy, depth and number of parameters

= Distributed training challenges (i.e. large batch size)

Horovod distributed training via MPI_Allreduce()

) \Jd

Rocco Sedona

[24] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High PhD Student, University of Iceland
Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI), IHPC Simulation and Data Lab
Special Issue on Analysis of Big Data in Remote Sensing, 2019 .

Remote Sensing

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing 14 /30



Research on Deep Learning Architectures for Remote Sensing — CNNs

Input:

1D Max Pooling Fully Connected Softmax Output:
. Flatten
Window Tensor

(spectral dimension) Layers Layer  Probabilities

7 &

3D Convolution

= Convolutional Neural Networks (CNNs)
= Used with hyperspectral remote sensing data

= Rare labeled/annotated data in science A /’ 4& _ﬁ_@ i
(e.g. 36,000 vs. 14,197,122 images ImageNet) | & @ - l

= Scene vs. pixel-wise classification challenges s

research challenges: 3x

rare groundtruth and surrounding

Nt 1 H - - [21]J. Lange, G. Cavallaro, M. Riedel et al., IGARSS C , 2018
u CO m bl NI ng IVI d Ch Ine Lea rni ng M Od e I S labels bias in training, but key challenge ange, . cavallaro, M. Riedel et a onference,

remain: hyper-parameter tuning

= Using CNNs basic principle

Feature Representation / Value
n H H Conv. Layer Filters 48, 32, 32
Apply SVMS In dlfferent Iayers Of CNN Conv. Layer Filter size | (3,3,5), (3,3,5), (3,3,5)
Dense Layer Neurons 128,128
Optimizer SGD
Loss Function mean squared error
Activation Functions Rel.U
Training Epochs 600
Batch Size 50
Learning Rate 1
Learning Rate Decay 5x10°°
=== =S
=== SE

[22] G. Cavallaro, M. Riedel et al., IGARSS 2019
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Leverage Clouds & Apache Spark for Image Compression Tasks

" Cloud Computing Vendors
= Amazon Web Services (AWS)

= Microsoft Azure
= Google Cloud Platform
= Many others

= Similar set of Tools
= Jupyter Notebooks
= Hadoop & Apache Spark

= Generally quite good
portability between clouds

= Use of Containers
(e.g., Docker)

S APACHE F
p Qr ™ [32] Apache Spark Web page

Original W
Input
X, €[] bands
i

"}

Compressed W
representation

c. ERnew
iER

Reconstructed ¥
Output
X €[ bunds
i

- »
O @O

\ % oN @

Input Mapping  Bottleneck Demapping Output

Layer Layer Layer Layer Layer
Encoder

Worker Node 1

Driver JVM
Spark Context

Controls spark driver.memory RAM

Client Node

Worker Node N

| Data partitions [ENIENIEIE |

Data partitions SIS |

Node Memory Pool

Node Memory Pool

Executor JVM #1

Executor JVM #1

Task #1

k. task.cpus

Task #1

rcores CPU cores and
emory RAM

Task #1 Task #1

Requires spark task cpus

zcores CPU cores and

emory RAM
Exccutor JVM #2 Exccutor JVM #2
Task #1 Task #1 Task #1 Task #1
R R S R " R task

Controls spark executor.cores CPU cores and
spark.executormemory RAM

Controls spark.executor.cores CPU cores and

spark executormemory RAM

Using Autoencoder deep neural networks with
Cloud computing for image compression

Performing parallel computing

with Apache Spark across
different worker nodes

Master node

; — Collects the gradients and
rcshaping into I load into Driver Scheduler sends the new gradient
matrix
Hyperspectral image data I —— ||l1)tl(:;)dae|:1::‘:)tr:‘s
XERM XMy XMy X &R Mpixels” “bands R

o TR
1 i1 *veae.,

Worker node 1~ Worker node n Worker hode N
i | . B!
SN 00, T Ten] (X < [ @,
2 K
i \ .-(P)D oy ]
i |™a wd E T
\ M rows D o M rows

backward of the neural
network

Performs the forward and l

.

tL

backward of the neural

backward of the neural
network

Performs the forward and
network

Performs the forward and l

o
13

11
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[31] J. Haut, G. Cavallaro and M. Riedel et al.,
IEEE Transactions on Geoscience and Remote Sensing, 2019
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RAISE Center of Excellence (CoE) EU Project — HPC Intertwined with Al

Al at
Exascale

Lr,
S0
a0® / ey >
o < &2
|
o y e
Cce/e
Simulation / Experiment "ts

e

_ar V7

S WRASE

Big Data Center of Excellence Surrogate / Model Computational expensive use cases

X’ %gr\xgg 5 1 0 = R 6\(\%
(74 & [4] RAISE Center of Excellence Web Page

Al technologies Exascale 9 ..
SsaFran @) JULICH

Forschungszentrum

ECERFACS  _, u

g e®
A FLANDERS

CLUSTER
ParTec || comperence
CENTER

KE

The Modular Supercomputing Company

@ RWTH

Barcelona
Supercomputing
Center

| Tae Cyprrus
INSTITUTE

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing

5 a;.g 2
AtoS =g
[TTTIR 40— RIGAS TEHNISKA

UNIVERSITATE

£axe
5"&35 UNIVERSITY OF ICELAND

Al at
Exascale

data-driven use-cases

oFLJ
«RWTH
« CERN
*BSC

o
* SAFRAN
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Starting Research with CoE RAISE to intertwine more Al with Simulations

Seyedreza Hassanianmoaref
Callsign “Reza”

PhD Student, University of Iceland

» IHPC Simulation and Data Lab
Computational Fluid Dynamics (CFD)

Marcel Aach

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Computational Fluid Dynamics (CFD)

Al for turbulent boundar

Mesoscale ~ 1um

b @
IAI for wettlni hydrodynamlcs
Macroscale ~ Imm

[8] IHPC SimDatalLab CFD Web Page

Smart models for nextf eneratlon?‘

aircraft enilne design

ISeismic imaging with remote
sensing -

Eric Michael Sumner

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Accoustic & Tactile Engineering

) Surbhi Sharma

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Remote Sensing [4] RAISE Center of Excellence Web Page

RAISE

Center of Excellence

[11] IHPC SimDatalab Remote Sensing Web Page

[15] IHPC SimDatalLab Accoustic & Tactile Engineering Web Page

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing 18/30



Research on Quantum Machine Learning using D-Wave Quantum Annealer

— processing-
[\;:2“; (Near) Real-Time Processing J[~1 Bp o] 1—(Distributed) DL Training] [ 0k ML Hyper-parameter Tuning & NAS|| intensive RS
- 'L — applications
paaep~HPC Infrastructure =llll Microsoft oo mmercial Cloud ‘JUNI@ Juelich Unified Infrastructure|] computing
@ PRACE 5 Google Cloud Vendors for Quantum Computing |linfrastructures
v v
Other . Modular EL AWS EC2 & DL D-Wave innovative
EU HPC P Amazon Machine Image Systems computing
HPC System (AMI) & Elastic Map Quantum
aws
Systems JUWELS Reduce (EMR) Example Annealer iEseilines
o | ..___..___ .._______“
A 4 v
MPI parallel| (g @ ML/ DL Apache D Wave ﬁ Q0 Quantum technology
OpenMP X SVM Libraries L'bfar'es Ocean E libraries &
Te n;.)
Modules . & APIs & 5 >_< P‘/thoﬂ packages
v DeepSpeed Library Code
— A L B _ — . S S S S S —
07 K7
T Multi-core ANVIDIA. gpus| Manv-core Quantum Quantum key
Processors Processors Chip Chip hardware
(high single thread (‘Accelerators’ with low I pegasus. § DW009Q I pnologies
performance: ~24 cores) performance, ~7000 cores) ~5000 Qubits 2000 Qubits
@ Parallel ML implementations still rare (MP1/OpenMP) ) | 5 ) Costs of GPUs of CC vendors (e.g., EC2) tough, 24$/hou) Legend:
‘ 2) Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal )
‘ 3 ) Using very many GPUs beyond NVlink could be tricky ) ‘ 7 )Free GPUs in Google Colab vary in the available types ) c';':::f:;:d&

‘ 4 ) Look & feel of CC vendor ML services differ signiﬁcant@ ( 8 ) Works not yet with multi-class problems & large data ) Experiences

[16] M. Riedel, G. Cavallaro, J.A. Benediktsson, ‘PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE LEARNING
IN REMOTE SENSING FROM HPC OVER CLOUD TO QUANTUM COMPUTING®, in Proceedings of the IGARSS 2021 Conference, to appear

Practice & Experience in using Parallel & Scalable Machine Learning in Remote Sensing from HPC over Cloud to Quantum Computing

[25] G. Cavallaro & M. Riedel et al., Approaching Remote Sensing Image
Classification with Ensembles of SVMs on the D-Wave Quantum Annealer,
Proceedings of the IEEE IGARSS 2020 Conference

ID | Sensor | Datapoints | Train Samples | Classes
Im16 | Landsat | 200x200x7 | 500 | 2
Im40 | Landsat | 200x200x7 | 500 | 2

[28] A. Delilbasic, G. Cavallaro, F. Melgani, M. Riedel, K. Michielsen:
QUANTUM SUPPORT VECTOR MACHINE ALGORITHMS FOR REMOTE
SENSING DATA CLASSIFICATION,

Proceedings of the IEEE IGARSS 2021 Conference, to appear

u

[26] Quantum SVM, D. Willsch et al.

Y_train(train_in

19

(2) eSVM (b) aSVM#1

ASVM#1G

(€) aSVM#6 (@) q

dex]

(research challenges:
ensembles due to
small datasets compared
to full datasets on
CPUs/GPUs & disruptive
technology)

o

BRUSSELS 2021

Morris
Riedel

Demystifying
Quantum
Computing

o
‘-‘\\

[27] M. Riedel, UTMessan 2020 YouTube Video
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Summary & Outlook

HPC needed for science & engineering, including Remote Sensing Applications

@g}
| |

Remote Sensing can benefit from HPC, Clouds & Quantum Computing

/,I.
)
\

?\ / Landscape of HPC, Clouds & Quantum Computing gets increasingly complex

Inter-disciplinary teams strive: Technologists, remote sensing experts, programmers

%

= Wide variety of great tools exist for HPC, Clouds, and Quantum Computing

Mastering the many toolsets is not trivial for remote sensing scientists m
-

!if : Urgent need of more remote sensing experts on the intersection of Al, HPC and specific scientific & engineering R N S E
Lwl" II domains: ‘finding good talent in HPC is a world-wide problem we all face in academia (PhD recruiting problem)* :
{ Center of Excellence

[4] RAISE Center of Excellence Web Page
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Working towards Pan-European MSc in HPC — Strengthening Teaching in HPC & Al

IEEE GRSS Working Group

High-performance and Disruptive ,
Computing in Remote Sensing ’ & m gy
(HDCRS) o 3

IHPC National Competence Center
for HPC & Al in Iceland

HASKOLI ISLANDS

[10] Icelandic HPC C ity Web page

o * - T
=k * CEUron
=i *
Become a member

[

emerging education activities
[33] IEEE GRSS Working Group HDCRS Web poage ging

Center of Excellence

HASKOLINN | REYKJAVIK
REYKJAV|£ Uk VERSITY [4] RAISE Center of Excellence Web Page
Teaching HPC & Al university courses at two universities long-term center of excellence in HPC, e.g. RAISE

High Performance Computing Future Ideas of MSc of HPC with Remote Sensing Specialization
ADVANCED SCIENTIFIC COMPUTING
weean | FUNING & tender opportunities
Prof. Dr. — Ing. Morris Riedel | R
Associated Professor
School of Engineering and Natural Sclences, University of Iceland, Reykjavik, Iceland | % | SEARCHFUNDING & TENDERS ¥ HOWTOPARTICIPATE ¥ PROJECTS &RESULTS WORKASANEXPERT SUPPORT ¥
Research Group Leader, Juelich ing Centre, F um Juelich, Germany
Training and Education on High Performance Computing
LecruReo [ evroomonsiess ) evoris e [5] @morisider [T @moriede
- ’ =
. Prologue mortis@hiis
Summer school on High- [—
. . January 12, 2021 womon  EOSC AR Y c To
performance and Disruptive i hES e CE

Programme

Computing in Remote Sensing

Every year HDCRS organizes a summer school

with different instructors to teach about specific o B0 o e Fre e Ree
research topics.

Horizon 2020 Framework Programme

s ki, ARTIFICIAL INTELLIGENGE

............. GOOPERATION UNIT
£ I I

call

Training and Education on (H2020-

roHPC-2020-03
2021 High Performance Computing Lecture 0 Prologue Part1 M,

Type of action

7 an 13,2021

Deadline model Opening date

17 March 2021

Deadine date
01 July 2021 17:00:00 Brussels time

https://www.youtube.com/channel/UCWC4VKHMLANZgFfKoHtANKg

single-stage
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